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Abstract: Assume that we are at the root of an unknown ordered tree T" with n edges and that we
want to find a specific target node x located at a given level [ in T. We compare the performance of
the breadth-first search (BFS) and depth-first search (DFS) algorithms in this scenario, when the
target x is chosen uniformly at random. Intuition suggests that BFS should have faster average
performance when [ is small, while DF'S must have an advantage when [ is large. But where exactly
is the threshold, and is it unique?

We obtain explicit formulas for the expected number of steps when using BFS and when using
DFS for given n and [. This allows us to show that there exists a constant C' > 0 for which
[ = C+/n is a threshold where, asymptotically, DF'S becomes faster than BFS in expectation. We
also introduce the truncated DFS algorithm, which performs better than both BFS and DFS when [
is known in advance, and we find a formula evaluating the average time complexity of this algorithm.
We conclude by presenting several questions for future study.

1. INTRODUCTION

Several important problems in computer science and artificial intelligence can be formulated as
search problems [6, Chapter 3]. A few examples are the traveling salesman problem, scheduling
problems, and the problem of finding optimal moves in board games such as chess and backgammon.
Different search problems have different optimal algorithms depending on the instance, and choosing
the right method can lead to significant gains. Some machine learning approaches exist for algorithm
selection [4], but they usually do not provide insight as to why one algorithm is preferred over
another. At the same time, most existing analytical results focus on worst-case analysis, which is
often less useful than average-case analysis when it comes to algorithm selection.

In this paper, we compare the average time complexity of two popular tree search algorithms—
breadth-first search (BFS) and depth-first search (DFS)—when searching for a random node at a
given level in the set of ordered trees with a fixed number of edges.
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1.1. Problem and notation. Consider the set T of all unlabeled rooted ordered trees, which we
simply refer to as ordered trees. In each of these trees, we have a fixed node called a root, and an
ordering is specified for the children of each node. Let 7, denote the subset of trees in 7 having
exactly n edges (and n + 1 nodes). The level of a node v is the length of the unique path from v to
the root.

Breadth-first search (BFS) and depth-first search (DFS) are two popular algorithms for graph
and tree traversal. BFS explores the entire neighborhood of the current node, while DFS follows
one path for as long as possible and backtracks when stuck. Figure 1 illustrates the orders in which
BFS and DFS will explore the nodes of a particular tree.

(A) The order of exploration for the BFS algorithm. (B) The order of exploration for the DFS algorithm.

F1GURE 1. The bfsScore and dfsScore of each node in a tree with 9 edges.

Let us call these orders the bfsScore and the dfsScore of a node v, defined as follows:
bfsScore(v) := the number of nodes visited before v when using BFS.

dfsScore(v) := the number of nodes visited before v when using DFS.

Importantly, bfsScore(v) and dfsScore(v) also give the number of steps when searching for v via
BFS and DFS, respectively.

Question 1.1. For given |l and n, does BES or DFS have a smaller expected number of steps when
one performs a search for a random node x at level | in a tree with n edges?

In the question above, we assume that z is selected uniformly at random from all nodes at level [
among all trees in 7T,. For instance, when n = 3 and I = 2, we have 5 such nodes as seen in Figure 2.

AT

FIGURE 2. The target node is selected uniformly at random among the five circled
nodes at level [ = 2, when we have n = 3 edges.

Intuition suggests that BF'S is a better choice if [ is small compared to n, while DFS is preferred
when [ is relatively big. But where exactly is the threshold, and is the threshold unique?
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The total number of nodes at level [ among all trees in 7, is known [3, Corollary 5.3]. Thus to
compare the average-case time complexity of the two algorithms, it suffices to calculate the sum of
all bfsScores and dfsScores over all nodes at level [ among trees in 7. Thus if lev(7},1) is the set of
nodes at level [ in the tree T', we have

totalB(n, () Z Z bfsScore(v

T€Tn velev(T,l)

totalD(n, 1) Z Z dfsScore(v

T€Tn velev(T,l)

and

2. EXACT FORMULA FOR TOTALD
First, we establish a surprisingly simple formula for totalD(n, 1) given by Theorem 2.1 below.

Theorem 2.1. For everyn > 0 and 0 <1 <n, we have

totalD(n, 1) = z( 2n )

n—1

Sketch of Proof. Let us call diagonal paths, the lattice paths with steps (0,1) and (1,0) called U
and D steps, respectively. In the proof, we use several times a well-known fact from lattice path
enumeration [5, Corollary 10.3.2], which gives the number of diagonal paths, [(0,0) — (4, 7)], from
(0,0) to (7,7) that stay weakly above y = .

First, we use a folklore bijection between ordered trees and Dyck paths. In it, we perform a
pre-order traversal of the input tree—first visiting the root and then recursively the subtrees from
left to right—writing a U when we make a step further away from the root and a D when we make
a step moving us closer to the root. As a result, a node at level [ in a tree with n edges is matched
to a point on the corresponding Dyck path. Given a node v in an ordered tree, it is readily seen
that dfsScore(v) is equal to the number of U steps in the prefix of the corresponding Dyck path
that ends at the point corresponding to v. Using the latter fact, we obtain the summation formula
below.

totalD(n, 1) Zg (23 = )] 1(,9) = ()],

After we simplify and invoke the mentloned lattice path enumeration fact, we obtain that it remains
to prove the following identity.

2”: I+1 2j—1—1\(2n—2j+1+1\ [ 2n )
jZZQn—2j—|—l—|—1 j—1 n—j \n—-1)
We show that both sides of (1) count horizontal paths from (0,0) to (2n,2)—i.e., those with n + 1

Us and n — 1 Ds—that cross the horizontal line y = I. O

The last Theorem 2.1 help us to obtain the expected dfsScore over all nodes at a given level [
among the trees in 7,:

E dfsScore(z)) =

zelev(T,z)( (x)) 2041
TETn

For fixed [ and large n, this expectation is approximately n/2. In private communication, Svante

Janson showed us an argument suggesting the same answer. However, we showed that his argument

cannot be used directly to obtain Theorem 2.1.

(n+1+1).



3. EXACT FORMULA FOR TOTALB

In contrast to the combinatorial methods used previously, our approach here uses generating
functions. We begin with the generating function Fj(z,y, z) defined by

n=0T€T,

where k(7T') is the number of non-root nodes in 7" at levels smaller than [ and m(T") is the number
of nodes in T at level (.
We show that if

B; = By(z) = ZtotalB(n, 0)z",
n=0

then we can express B; in terms of Fj in the following way.
0? 1 02 0
Bi= (55 +5 55+75 ) F . 2
! [ Oxdy 3 0y? * 0y l] a=1,y=1 .
If C denotes the ordinary generating function for Catalan numbers, then we obtain the formulas below

- S

by utilizing several facts related to the so-called Fibonacci polynomials f,(z) : .

Theorem 3.1. For alll > 1, we have
_ fia(=x2) = fie(—x2)y2C

@ B 2) = T () fir (—am)eC
and
(b) By(z) = ¢3! (zC’jZfl(—z) — Ciflﬂ(—z)).

By using Lagrange inversion, we extract coefficients from the generating function By, in order to
find totalB(n,l). We get the following explicit formula.

Theorem 3.2. For alln >0 and 0 <[ <n, we have

L(+1)/2]
I—k+1\ 3141  (2n—2k+1+2
1B(n,1) = —1kt P ATV
totalB(n, 1) ; (=1) k( k )n—k+2l+2<n—l—k+1>
2 k Jn—k+20+2\ n-l-k )

4. COMPARING THE AVERAGE TIME COMPLEXITY OF BFS AND DFS

Next, we compare the average time complexity of BFS and DFS. First, we obtain an alternative
way to write the formula for totalB(n,!) in Theorem 3.2. Let n{!) denotes the rising factorial
n(n+1)(n+2)---(n+1—1) and let n(; denotes the falling factorial n(n —1)(n —2)---(n —1+1).
We prove that totalB(n,l) can be written in the following form.

Theorem 4.1. For alln > 1> 1, we have that
dp(n) (20 +1
totalB(n,l) = ——————— 3
where py(n) is a polynomial of degree I — 1 with leading coefficient [(1+1)(21+1)/6 (see [7, A000330]).
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To show that the leading coefficient of p;(n) is I(l + 1)(2l + 1)/6, we gave a combinatorial prove
to the identity below. In particular, we showed that (";1) counts certain tilings of an n x 1 strip

with dominoes and squares. For the remaining tilings, we define a sign-reversing involution.

Theorem 4.2. Forn >0,
[n/2]
Z (—1)k1k<n — k:) on—2k _ <n + 1>.
— k 3

Next, we give the main result of this paper: a threshold function for I where DFS becomes

asymptotically faster than BFS. We will write f(n) < g(n) if f is of smaller asymptotic order than
g, and f(n) < g(n) if they are of the same asymptotic order.

Theorem 4.3. Let I be a function of n. We have the following:
(a) If Il = O(y/n), then there exist positive constants Cy and Co for which

3 5 2 1
totalB(n, ) < W( n )

n n—1

(b) When I < y/n and n — oo, we have totalB(n,l) < totalD(n,1).
(c) There exists a constant C' > 0 such that | = C\/n is a threshold for where totalB(n,l)
becomes larger than totalD(n,l) when n — oco. In other words, when 1 < \/n and n — oo,

C+/n — 1 is asymptotically positive and unbounded = totalB(n,l) < totalD(n,l) and
| — Cv/n is asymptotically positive and unbounded = totalB(n,l) > totalD(n,1).

Computational evidence suggests that this is a unique threshold and thus if \/n < [, then DFS is
faster in expectation than BFS. In order to establish this, one could try to obtain more accurate
bounds for the asymptotics of totalB(n,[) by using results of Aldous [1]. We also note the following
result on the average height (maximum level) of an ordered tree.

Theorem 4.4 (de Bruijn—Knuth—Rice [2]). The average height of a tree in Ty, selected uniformly
at random, is /mn + O(1).

Interestingly, our threshold occurs around the average height of trees in 7,, which leads us to
wonder if the constant C' in Theorem 4.3 is in fact /7. We ask a few additional questions in
Section 6.

5. SEARCH IN CASE OF KNOWN TARGET LEVEL

If we know [ in advance, it is reasonable to use a simple modification of the DFS algorithm that
we will call truncated DFS, which does not visit nodes at levels above [. In that case, let us write

dfsTruncScore(v) := the number of nodes visited before v when using truncated DFS.

Figure 3 gives an example of tree traversal when using truncated DFS where [ = 2; each node is
labeled with its dfsTruncScore. Observe that nodes at levels above | = 2 are not visited.
Define
totalDTrunc(n, ) = Z Z dfsTruncScore(v).
T€Tn velev(T,l)

It is not difficult to see that truncated DF'S has a smaller expected number of steps compared to
both BEFS and DFS. We suspect that truncated DFS is not only faster than BFS and DFS, but
that it is the fastest in expectation among all algorithms using the deque data structure. If this
is indeed the case, it will be important to compute the corresponding generating function. Using
some symmetry observations, generating functions and once again Lagrange inversion, we obtain an
explicit, but quite long formula for totalDTrunc(n, ().



FI1cURE 3. The order of exploration for the truncated DFS algorithm.

6. FURTHER QUESTIONS

A major future goal will be to determine the value of the constant in our threshold function and
to prove that there is no other transition. We present the following additional questions.

Question 6.1. Suppose that we know the values of n andl in advance and that we perform a search
using a deque, i.e, we can switch between BFS and DFS at every step. Under these conditions, what
is the optimal algorithm giving the smallest expected number of steps before reaching the target?

As mentioned earlier, we believe the answer to Question 6.1 is our truncated DFS algorithm.

Question 6.2. Suppose that we do not know the exact level I where our target node is located, only
that  is in an interval [u,v]. What is the optimal algorithm, using the deque data structure, in this
setting?

Question 6.3. Suppose that we have multiple target nodes chosen uniformly at random among
those at a given level . Compare the average case time complexity of BFS and DFS in this scenario;
where are the transitions?
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