C Enumerative Combinatorics and Applications ECA 1:3 (2021) Article #S2R23
ecajournal.haifa.ac.il https://doi.org/10.54550/ECA2021V1S3R23

Counting on Matrices

Sajal Mukherjee! and Sanjay Mukherjeet

t Department of Mathematics, Indian Institute of Science, Bengaluru, India
Email: shyamal.sajalmukherjee@gmail.com

tSchool of Mathematical Sciences, National Institute of Science Education and Research, Bhubaneswar 752050, India
Homi Bhabha National Institute (HBNI), Training School Complex, Anushakti Nagar, Mumbai 400094, India
Email: sanjay.mukherjee@niser.ac.in

Received: February 23, 2021, Accepted: June 5, 2021, Published: June 18, 2021
The authors: Released under the CC BY-ND license (International 4.0)

ABSTRACT: In this paper, we have found formulas for the number of rectangular and symmetric matrices with
the line sums divisible by a given integer. As an application, we have derived an explicit formula enumerating
the number of traceless n x n, (0,1) symmetric matrices having line sums divisible by a given integer, which
leads to an enumeration of labeled regular graphs with n vertices. Also, we have found a formula for the
weighted enumerator (in terms of rows and columns) of rectangular matrices, which subsequently yields some
nice identities satisfying curious reciprocity phenomena.
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1. Introduction

Enumeration of matrices (arrays) are not new in the literature. For instance, in [2] Anand, Dumir and Gupta
addressed the problem of enumerating non negative square matrices with fixed line sums. For instance, they
H(n,2)

proved that if A(n) = “nz » then

> An)a" = (1—x)"2et,
n=0

where H(n,r) denotes the number of n X n matrices with entries from N and line sums (row sums and column
sums) equal to r. For n = 3, they also found a generating function for H(3,r). In [1] Abramson and Moser
addressed the problem of counting matrices with fixed row sum and column sum. Carlitz in [3,4] and Gupta
in [7] considered analogous problems for symmetric matrices and found several remarkable results for particular
values of n and r. In this paper, we have also addressed similar kind of problems for rectangular and symmetric
matrices.

Unlike them, we have considered matrices with line sums divisible by a fixed positive integer k. For instance,
one can think of the problem of finding the number of m X n matrices with entries from the set {0,1,...,¢} such
that all the row sums and column sums are even integers. It is not difficult to see that if ¢ is odd, then one can
find a pretty simple recursion which yields that the required number is (g + 1)(m=Dn=D(LELy(mtn=1)  Byg,
the problem arises when ¢ is even since that simple inductive argument becomes inapplicable if the number of
odd terms and the number of even terms becomes different in the given set {0,1,...,q}. In this paper, we have
found explicit formulas for the number of m X n matrices and the number of n X n symmetric matrices having
entries from {0, 1,..., ¢} with line sums divisible by a given integer k. As a consequence of the results, we have
also been able to find an explicit formula enumerating the number of traceless n x n, (0,1) symmetric matrices
having line sums divisible by a given integer, which leads to an enumeration of labeled regular graphs with n
vertices. The latter is known to follow P-recursiveness from the works of Goulden, Jackson in [6] and Gessel
in [5]. But our approach does not involve the use of recursion and leads to an explicit enumeration formula.

The other half of this paper is devoted to a weighted enumeration of rectangular matrices. Let us denote the
given set of integers {0,1,...,¢} by S. Let M,,x»(S) be the set of all m x n matrix with entries from the set
S:={0,1,...,q}. Foramatrix A € M,,«,(5), let the ith row sum and jth column sum be denoted by r;(A) and
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c;j(A) respectively. Now, if we concentrate on the weighted sum S :=3" /o) (I, ri(A))(Hyzl ¢i(A)), a
bare hand calculation yields that the sum is 34, if we take m = n = 2 and ¢ = 1. But even for these small values
of m,n, g, one has to check as many as 16 cases to get S. The difficulty arises quickly if we increase m,n, q. For
instance, if we choose m = 4, n =5, ¢ = 1, then one has to check 220 = 1048576 cases (in this case, Theorem
1.5 answers the sum to be 695664640). Choosing ¢ = 3 under the same setup (i.e. m =4 and n = 5), gives rise
to a checking of 420 cases and the difficulty keeps increasing. In this paper, we have found explicit formulae for
S. This enumeration also gives rise to a few interesting identities satisfying nice reciprocity phenomena.

Throughout this paper, we will be using a few notations defined below. We shall use the notation p(m) to
denote the set of all partitions of m. If ¢ is a partition of m, then the number of i’s occurring in ¢ is denoted by
o;. For example, suppose 0 = 3+2+2+1 is a partition of 8, then 01 = 1,00 = 2,03 = 1 and 04,05, -+ ,08 = 0.
Thus )., io; = m. Define |o| := Y., 0;. The minimum of two integers m and n will be denoted by m A n.
Let S be a set. Then the n-fold cartesian product S x S x --- x S(n times) is denoted by S™. For z € C, Re(z)
will denote the real part of z.

Now, we are in a position to state our results. Our first result will be on the enumeration of m x n matrices
with entries from the set S := {0,1,...,¢q} such that the row sums and the column sums are divisible by a
given integer k. Let M (m,n, q, k) denote the number of matrices in M, x,(S) with row sums and column sums
divisible by k. Then we have the following.

Theorem 1.1. "
k=lyk=l iy e
(Zj:o [L= €6+ )

m/!
M(m,n,q, k) =
( e ) km+t Z coler! - cp_q!
C=(co,C1+--,Ck—1)
c; >0;V1
22 ci=m
where, &, is a primitive kth root of unity and &(z) := > "¢ , &".

In the above case, if we concentrate only on the n X n symmetric matrices, then we obtain our next theorem.
Let H(n,q, k) denote the number of n X n symmetric matrices having entries from S (defined previously) with
row sums and column sums divisible by k. Then we have the following.

Theorem 1.2.

ca

OVILc6 + o

00!01! R Ck—l!

]?71 1\ Cj . (
H(n,q,k) = % T IT;-0 (f(]) §(27)

C=(co,C1,--,Ck—1)

c;i >0;Vi
> ci=n

Now, in order to enumerate labelled regular graphs, we have to concentrate on traceless (0, 1), nxn symmetric
matrices. By a slight modification in the above setup and considering ¢ = 1, we can in fact write down a &g
free expression which will help us enumerating labelled regular graphs. Our next theorem is on that. It says,
if F(n, k) denotes the set of traceless (0,1), n x n symmetric matrices with each line sum divisible by &k and
F(n,k) := |§(n, k)|, then we have the following,

Theorem 1.3.

o®) c(e(0)) (Iyze €N o, Clr + ) )
F(n,k) = L Z coler! - cp—q! ’
C=(c0,C1,--5Ck—1)
c; >0;V1
> ci=n

where C(x) := cos(%F) and €(C) = (n — 1)(25;& jej) for any k-tuple C = (co,c1,...,cx—1) where ¢; > 0 for
alli and Y, ¢; = n.
Now, as a consequence of Theorem 1.3, we can find an explicit formula for counting labeled k-regular graphs

with n vertices. Suppose R(n, k) denotes the number of labeled k-regular graphs with n vertices. Then we have
the following.

Theorem 1.4.

S (=17 F(n —i,k), k> 2t
R(n,k) = =0 n
F(n,k) +2 g(fl)i(’i’)F(n —i,k), k=251

When k < %52, R(n, k) can be evaluated from the above theorem using the trivial relation R(n,k) = R(n,n —
k—1).
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Let us now come to the weighted enumeration of rectangular matrices, as mentioned earlier. Let us denote
the given set of integers {0,1,...,q} by S. Let My, x»(S) denote the set of all m x n matrix with entries from
the set S :={0,1,...,q}. For a matrix A € M, «x»(S), let the ith row sum and jth column sum be denoted by
ri(A) and ¢;(A) respectively. Then we have the following,

Theorem 1.5.

m n min!(qg + 1)mnglm+n) A(m,n, o m 3m 4 1) + 27\ "
Z (S) (z];[l rl(A)) HCJ(A) - (q Q(W?&-n)q Z ( q|o| ) H (q( 7! ) )

AEMpmxn la‘ep(m)v r=1
o|<mAn

n

min!(q 4 1) g(m+m) A(n,m,m) q(3n+ t )+ 2t
= 2(m+n) Z H

||
mep(n), ¢ t=1
|| <mAn

- 9(m+n) i /\i/) \3mng) ’

=0

where A(z,y, A) := A1!A2!~-%;,yil,xl)|>\\)13lkl for non-negative integers x,y and \ € p(x).

Theorem 1.5, in its full generality exhibits a nice reciprocity phenomenon. In particular, letting ¢ = 1, the
above theorem specializes to the following nice identity.

Corollary 1.1.

(n—|ol) ML T (m—|m|) n
m m-+r n n+t
Z olog! - op!(n — |o|)! H( ) B Z milmo!- m — |r|) 'tl:[l( )

o€p(m), r=1 m€p(n),
lo|<mAn || <mAn
mAn .
m"nmz m\ (n 7!
mln! &\ i ) \i (mn)t’
i—

2. Proofs of the results

Proof of Theorem 1.1. Before getting into the proof, let us make a quick observation first.

Observation 1: Let P(z1,xs,...,2s) be a polynomial in Clzy,zs,...,z,] for some s € N and a € N be any
given positive integer. Suppose we are interested in finding the sum of the coefficients of the monomials in which
every variable z; has exponent divisible by a. Let us denote this required sum by S(P,a). To face the above

scenario, let us consider the set R, := {€%,&L,. .., 5;’*1)}7 where £, denotes a primitive ath root of unity in C.
Let us define a map D : Clxy, z2,...,2,] = Clr1,22,...,2,-1] for all n € N, as follows,
D<f<$1,$2,-~-7 Z f$17x2a" yIn—1,%2 )
zGR

It is easy to see that if

— ma M2 m
[= Cmy,ma,...mp, Ty Lo =t Xy ™
(m1,m2,....,my)e(NU{0})"
then,
_ — miy Mo Mp—1
D(f) = E Cmy,ma,...,mp Ly Lo ™ Ty

(m1,ma,...,mn)€(NU{0})"

where iy mo,....mn = Cmy,ma,...,m, When my, is divisible by a and ¢, m,,...,m,, = 0 otherwise. So, it is also easy
to see that S(P,a) = D*(P), where D*(P) means D acts iteratively s-times over P. On the other hand, from
the definition of D it is clear that D!(P) = % sert P(x1,m2,..., 25 4,2) for all 0 <t <'s. So, it follows that,

at

S(P,a) =D*(P) = 1 > Pa).

Now consider the polynomial

m n q
P(l.lvaa"'7xm7y17y27"‘7yn) = HH <Z(mlyj)t> .
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In order to find M(m,n,q,k), we have to concentrate on the set Ry (defined in observation 1). With a slight
abuse of notation, we will proceed considering R to be same as Ry, unless otherwise mentioned. Now, in light
of observation 1, one can see that

M(m? n,q, k) = km% ZZER"”‘*’" P(Z)

Again, it is quite clear that

W ZzeRern P(Z) = km% >z er™ P(Z, L)
Z,eR"

So, first let us try to compute ), cr. P(X,Z,), where X = (z1,22,...,2,). Now, for a particular Z, =
(#1,22,.-.,2n) € R™,

P(X,Z,) =[[i%, H?:1 (XCizo(@izg)').
So,
ZZnE’R" P(X,Z,) = (ZzER [T, (o (zi2)t ))n

Hence,

ZZmER’" P(Z,,Z,) = szeRm (ZzeR H£1<Zg:0(3iz)t))n

Z,eR"

where, Z,, = (31,32, -,3m) € R™. So, for a particular Z,, = (31,32, .--,3m) € R™, if £, occurs ¢; times in the
multiset {31,32,--.,3m}, then we have the following,

SRR (ZHZ )
3m)ER™ \zER

Zm ER™ Zyn=(51,32;-- 1¢
Z,€R"
k—1k-1 q "
- Y (ST
Co'Cl'
(co,c15---rCk—1) j=01=1 t=0
c;>0;Vv1
> a=m

O

Remark: Theorem 1.1 can be directly used to answer the following question raised in the introduction. What
is the number of m x n matrices with entries from the set {0,1,..., ¢} such that all the row sums and column
sums are even integers, if ¢ is even? The answer turns out to be

n

zm% > (D ((g+ D"+ (g+1)" )" = 2m1+n > (T> ((g+ 1"+ (g+1)™ )"

t=0 t=0

Proof of Theorem 1.3. Consider the polynomial

G(z1,22,...,Tp) = H (14 zzj).

1<i<j<n

Let R = {&),¢&},... ,f,(ckfl)}, where &, denotes a primitive k—th root of unity. Then again observation 1
enlightens us to see that

F(nk) = & S pern G(Z).

For a particular Z = (21, 29, ..., z,) € R", suppose the number of occurrences of {}; in the multiset {21, z2,...,2n}
be ¢;. Then

G(Z) =TI (1 + )DL (14 el Tyere,

So we have .
1 n! -1 NG, (r+8)\ e
F(n,k) = 3 e E— (1+4¢2 )(Q)H(Hgk )
(cosC1seesCi—1) j=0 r<s
c; >0;V1
> ci=n
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1 3 C TTS)\crcs
=Re| o Y0 c0'q 1;[1+§ VT +er+)

(€os€1,eeesCh—1 r<s
c; >0;Vi

> ci=n
(since F'(n, k) is real)

k—1
— kin Z W H 1+§ C H(1+£I(€T+S))crcs
j=0

(cosC1yeeesCl—1) r<s
c; >0;Vi

22 ci=n

1 n! < VNG 27 . 27 (e
T, 2 MR6<H2(2)(C°SN(”<“%me(

<l

)

M

(cosC1yeeesCl—1) 7=0
c; >0;V1
> ci=n
> Tl:[s 9Cres (COS @)CTCS (COS @ + ¢sin 71'(7’k+5))crcs>
n k—=1o_(c; T
n12(3) Z cos ((Ej:o 25 (%) + 2, o (r+ s)crcs)z)
B kn CO!Cl!"‘Ck_l!
(cosC1seesCri—1)
ci >0;V1
> ci=n
k—1 o e, (et s)
X J]:[O(COS k’])(zj)g(cosk)crc.e

We can simplify the above relation using the following simple identity

k—1
2j ( )—I—Z r+s cTcsz(n—l)chj,
=0

7=0 r<s

k—1

for all k-tuples (co, c1, ..., cr—1) satisfying ¢; > 0 for all ¢ and )", ¢; = n. To prove this identity, take a particular
(co,c1y.vyc5-1) € (NU {0}) satisfying >, ¢; = n. Now consider the polynomial p(x) in Z[z], defined as follows

) = (5007~ (5 00%)

One can easily see that

N 2 . .
(Ej ij]) B (ZJ cszj) = Zj(c? B Cj)xQJ + 22r<s CTCSxT+S

Taking the derivative with respect to x on both sides at * = 1 and dividing both sides by 2 and using the
condition ), ¢; = n, one gets the desired relation.
In the light of the above identity and all the previous calculations, one can get

n k—1 .
nt2(z) cos ( (n = 1) (X5 Jei) % N T(r+8) e
F(n, k) = o Z ( cole - en ] ) X H(cos - )( /) H(COS 7 )eres
(co,€15-5Ck—1) 0-e1 -1 7=0 r<s
§ZO;Vi

O

A class of identities can be deduced from the Theorem 1.3. For instance, the following nice identity is an
immediate corollary of the above.

Corollary 2.1.

) n12(3) (—1)&f=dde) [n2  9nj
a (n—l)" Z CO!Cl!"'

Cn—2: .
(co,€15-++,Cn—2) j=0 r<s

c; >0;Vi

>l ci=n
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Proof. Putting k = n — 1 in Theorem 1.3, yields the result, since the following two are the only matrices in

S(’I’L,’I’L - 1)7

0 0 0 o1 --- 1
0 0 0 10 -1
0 0 0 11 0

O

Using similar techniques, used in the proof of Theorems 1.1 and 1.3, we obtain Theorem 1.2. So the details
are omitted.

Proof of Theorem 1.4. With Theorem 1.3 in hand, we are in a state to count labelled k-regular graphs in n
vertices. Theorem 1.3 gives us the number of traceless n x n, (0,1) symmetric matrices with line sums divisible
by k. Now, one can see that, for a traceless n x n, (0,1) matrix, the maximum possible line sum is n — 1. So if
we choose k to be greater than %*1, the only possible line sums, divisible by k are 0 and k itself. So, in order
to find R(n, k), we have to eliminate the matrices having at least one row (equivalently column) sum zero from
F(n, k). Using the principle of inclusion and exclusion, we get the following

R(n, k) = i(q)i (7) F(n —i,k).

=0

When &k = "7*1, it is not difficult to see that §(n, k) consists of precisely three types of matrices, Type A,
Type B and Type C, say, where Type A consists of the matrices with at least one line sum 0, Type B consists of
matrices with at least one line sum 2k and Type C consists of matrices with line sums precisely equal to k. Now
the number of Type A matrices is ., (=1)""!(7)F(n — i,k). Also it is easy to see that Type A and Type B

matrices are equinumerous. So, by the principle of inclusion and exclusion, we have

R(n,k) = F(n, k) + 2 (Z(ni (7:) F(n —i, k)) .

i=1

O
Proof of Theorem 1.5. The proof of this theorem is divided into two parts. The first part is devoted to
proving the first two equalities of Theorem 1.5 and the second part is devoted to proving the last equality of
the same theorem. The main task in the whole proof is to evaluate an iterated partial derivative. In the first
part of the proof, we have used Faa di Bruno’s formula[ [8] proposition 1] and in the second part, we have used

the partial differencial operator technique to evaluate the iterated partial derivative.
Proof of the first part: Recall that we have defined

s= 3 qIrnq] 4

A€My (S) i=1 =1

in the introduction. Now consider the polynomial

m n q
P(21,Z2y oy Ty Y15 Y25 -« 5 Yn) i= HH (Z(miyj)t> .

Then one can see that

m-+n
S 0

= P(x1,T2, .oy Ty Y1, Y2y - - - s
Ox10x2 - - 0%, 0y Oys - - - Oyn, (@1, 22 m Y12 n)

evaluated at x; =1 =y; forall 1 <i<m,1<j<n.

Let Q(x1,2,...,Tm) = W@P(ml,@, e Ty Y1, Y2, - -5 Yn) evaluated at y; =yo = - =y, = 1.
Now, P(x1,Z2,. .., Tm,Y1,Y2,---,Yn) can be written as
n mgq
P(‘Tlava sy Tmy,y y17y23 R ’yn) = H (Z hk(X)y;c>
j=1 \k=0

ECA 1:3 (2021) Article #S2R23 6
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where, E;;()_() = Zweﬁm(k) XY B, (k) is the set of all ordered tuples of integers v = (b1, ba, ..., b,,) such that

by +byo+---4by, =kwith0<b <gforalli=12,...,mand X¥ = xlflaUZZ---xf,;"'. We call hNk()_() as
restricted homogeneous symmetric function of degree k in m variables.

So, Q(x1, s, ..., Ty) becomes (ZZZO kﬁ;()?))n

_ om _ _ _ —
Thus we have S = m@(m,m, ey Ty), evaluated at x1 =29 =+ = 1, = 1.

Let z = Y. khy(X) and f(2) = 2"(= Q(21, T2, . . ., Tm))-
We have to evaluate ax%z]f(za)z at r1 = x9 = --- = x,, = 1. We shall use the following generalized version of

Faa di Bruno’s formula[1 [8] proposition 1] to accomplish this task:

omfz)  _ Zflnl(z) H _oPl: (1)

0x10x9 -+ Ox 5 0
1 2 m n Ben icB i

where the summation runs over all partitions 7 of the set {1,2,...,m} (not to be confused with the integer
partitions, previously dealt with) and the product is over all of the parts (or blocks) B of the partition 7 and we
denote the number of members of any set T by |T'| (the same notation has already occurred previously, but in a
different context. So when the context is clear, no confusion should arise). Note that f ‘"‘(z) = (n_"lzl)!z("_‘"‘),

when |n| < n; fI"l(2) = 0, otherwise. So, the only set partitions 7 with |n| < n will be our matter of interest.
alBl,

iep 0%

Now, for a particular set partition 7 of the set {1,2,...,m}, let us denote the product, HB@]
evaluated at 1 = a9 = -+ =z, = 1, by 9(n).

Since, }L‘;(X ) is symmetric, z is also symmetric. So the value of % when evaluated at 1 =29 =--- =
Zm = 1 does not depend on the choice of the elements in B but only on |B|. So if |B| =1 it suffices to evaluate
3m+§-~811 atzy =20 =---=x,, = 1. Now

o'z o' o
0x10x9 -+ 01 - 0x10x9 - - 0z ; kb (X)

o o' my
:];)&Claxz“-ax Z XV :Zk Z biby - b

'ﬁbeﬁnL(k) k=0 w:(blwnxan)eﬁ'm(k)

l

(after evaluating the partial derivative at x1 = xo = -+ = a,,, = 1).
Now, let us simplify the summation above in a different manner. Let us define the polynomial

m
R(z1,22,...,Tm,t) = Z(l +ait + it 4+ 2lt9).
i=1
So, it evidently follows that
mq 9+l
Zk Z b]_bQ"'bl :mR($l,$2,...,xm7t)
k=0 \0=(b1,...br) B (K) . :
evaluated at z1 =22 = -+ - =2, =
Now l
'R 0 (< RS
e — t)P )P ] .
st Tk () 11 (e
= p= i=l4+1 \p=0
Evaluating the above derivative at 1 = x5 = -+ = 2, = 1 we get, ( Zzl pt”)l(zgzo tP)(m=1_ Hence, we have
I+1 . —
mR(xl, Tg, ..., Tm,t) evaluated at 71 = x5 = -+ = &,y =t = Lissameas & (3 1_, ptP)! (31_ t#)(m=H)
evaluated at t = 1.
Now

d q - q g g . q q I -
GO =13 p) DS PO I(S D ) ) (3 p) (3 ) (S pt ),

p=1 p=0 p=1 p=1 p=0 p=1 p=0 p=1
Evaluating the above derivative at t = 1, we get

(1-1) (+1)
l(q(q;rl)> (q(q+1)6(2q+1)) (g 4+ 1)™D 4 (m—1) <Q(q2+1)) (g + 1)1

ECA 1:3 (2021) Article #S2R23 7



Sajal Mukherjee and Sanjay Mukherjee

CdMg+ D)™ (q(l+3m)+2
2+ D) 3 '

So, finally we have the following

d'z g+ )™ [q(l+3m)+2 @
Or10zs - Ox; 204D 3 ’
when evaluated at x1 = x9 = --- = z,,, = 1. Note that, if we put [ = 0 in the above expression, we get
mq m
z= 7@ +1) (3)
when evaluated at x1 =29 =--- =z, = 1.

_As we have already mentioned, if ¢(€ p(m)) has ly,la,...,1lq as parts and n = {By,Ba,...,Bgq} and 1} =
{Bi1, Bs,...;By} are any two set partitions of {1,2,...,m} w1th |B;| = |B;i| = l for all ¢+ = 1,2,.. d, then
d(n) = 9(7). So, for any particular partition o of m, there will be o ,(1,)01(2,)02 e 1O of partitions
n of the set {1,2,---,m}, contributing same 9(n ) Choose such an n. Then its contribution to (1), that is,

iz z) [pe, I, ‘B‘am when evaluated at 1 = 29 = -+- = z,, = 1 and remembering that |n| = |o|, gives

n! m m\ (n=lol) m o, mo, S o\
e (M) 2((:10:2) (2T 2. 3)

n!  mnlolglmtn=io (g 4 1)ymn ﬁ qBm+r)+2r\7"
(=[] P .

r=1

when |o|(= |n]) < n and 0 otherwise.
So, finally we have the following

_ mlnl(g+1)™" m(” lol) g(mtn—|ol) 3m+r +2r
e ey | Lt
oep(m),
lo|<mAn

This completes the proof of the first part.
Proof of the second part: Let g(y) = [T\, -{_o(@iy)). So

P<x17$27"'axm7y1ay2,"'ayn) -
J

n
=1

Hence
an

n
0
—————P(x1,%2, ..., Ty Y1, Y2, - - - —
301000 0o (@1, 2 ms Y1, Y2 Un) 1;[3

Again
q'(y) _ ZZ okmkyk71
9(y) o TiYE
Let X; :=x; + 22 + - +2f and X; 1= x; + 222 + - - - + qa!. Therefore we have,

g() = [T 0+ X)) (X0 2% ).

when evaluated at y = 1. Hence, WP@Q, Xy ey Ty Y1, Y25 -+, Yn), when evaluated at y; = yo = -+ =
Yn = 1, gives ~ ~ -
X, X, Xm \"
1T+ X)"(1+ X)) (1+ X,,)"
(L X)L+ )" (1 Xon) (1+X1+1+XQJr +1+Xm>

Define, F; := (14+X;)"--- (14+ X,,)" and F := 1+X + 1+X2 +- 4 1+X . Our task is to find WFJ:”
at ©1 = x9 = --- = x,, = 1. Note that, '

0 0X 0 X,
— FF =l + X)) T U RF IS (14 X)) R P :
oz, 11 n(l+ X1) o +n(l+X1)" A (1+Xi>
Define F; := F and F; := F evaluated at 1 = a9 = --- = x;,_1 = 1 for all ¢ > 1. Define, S; := (1 +Xi)"‘1%—f;
evaluated at 2; = 1 and Sy := (1 + X; )” B (14)3() evaluated at z; = 1 (It is easy to see that S; and Sy are
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well defined, i.e. they do not depend on the choice of 7). In fact, a little computation yields S; = 7‘1@42_1)” and
g, — 2(a+2)(g+1)"
2= 12 :
Now, for any k € N, we have

0

o FFF = kS1Fip1 FFoy + SoFy b FF (4)

1+1

when evaluated at z; = 1. Suppose, D is an operator, satisfying DQ"™ = nQ" !, when n > 0 and DQ" = 0,
when n < 0, where £ is a rational function in m variables. I is defined to be the identity operator on the set
of all rational functions in m variables.

So, in the light of (4), the iterated derivative %Fﬂ:n at 1 = x9 = --- = x,,, = 1, becomes
(nS1I 4+ SeD)™F™ at 1 = 29 = -+ = &, = 1, which is equal to (via a bit computation),
(m+n) 1)y m mAn ) i
q (g +1)™"m"n Zi'm n\ (q+
9(m+n) gt "\ i i 3mng /)
O]

3. Further explore

The following problems naturally arise from our work.

(1) Can one write down & free formulas for M(m,n,q,k) and H(n,q,k) appeared in Theorem 1.1 and 1.2
respectively? It is worth mentioning that one can actually find & free formulas for these quantities, if
g =0,1,—1(mod k) but we have not been able to find a & free formula in general.

(2) We would like to see a combinatorial (or direct algebraic) proof of the identity that occurred in Corollary
1.6. Also, a direct algebraic proof of the identity that occurred in Corollary 2.1 would be of interest.

(3) Also it would be worth exploring whether the techniques of the present paper could be applied to find
coefficients or any kind of relations between them for general symmetric polynomials.
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